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System Virtualization allows multiple O/S images to execute on a single physical host computer. Measur-
ing the host resource usage is straightforward and the necessary tools are included with most virtualiza-
tion environments. However, complexities introduced by the different virtualization techniques create 
problems with measurements within the guests, resulting in missing model parameters. This paper shows 
how to use the Menascé technique that computes missing parameters with the Simalytic Modeling tech-
nique to predict application performance more effectively in virtualization environments.   
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1 Hypervisor usually implies a hardware implementation and VMM a purely software implementation but, for this paper, VMM will be used for all virtual-
ization control programs regardless of implementation. 
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1. Introduction 
Two key aspects of predicting resource usage are the 

demand for available resources and the effective completion 
of work that fulfills a business need. Although some batch-
orientated applications still exist, the trend is to design ap-
plications that address the business need using interactive 
transactions. For these applications, the appropriate meas-
urement of demand is the arrival rate of the application 
workload, usually in transactions per second. The time each 
transaction visits a resource is the service time and the total 
time each transaction uses a resource for all visits is its ser-
vice demand. The more transactions that use the resource, 
(the higher the arrival rate) and/or the longer they take with 
each use, the more of the available resource will be used, as 
expressed by the Utilization Law (simply the arrival rate 
times the service demand) (Menascé 1994, p. 134). As re-
source utilization increases, each transaction must wait 
longer for its turn because other transactions are ahead of it 
in the “queue” for the resource. The response time of a 
transaction is the sum of its service demand for all resources 
plus its waiting time (the sum of all of the service times of 
all the transactions ahead of it) and is expressed as an aver-
age over some measurement interval. Models are used to 
project the usage of the resources into the future to see the 
impact on transaction response times. The accuracy of these 
models depends on the accuracy of the transaction meas-
urements.   

Virtualization is about increasing the parallelization 
within the host system to increase the amount of productive 
business-related work that is done. This is accomplished by 
increasing the usage of resources, but not to the point of 
slowing down the business work. Virtualization is pervasive 
across all level of the computing architecture but this dis-
cussion is focused on system virtualization, which is a con-
trol program on a host computer running one or more guest 
operating system images as if they were on independent 

systems. The control program in a virtualized environment, 
called either a VMM (Virtual Machine Monitor) or a hyper-
visor, can accurately measure the resource usage by each 
guest or VM (Virtual Machine). For measurement of indi-
vidual transactions, however, we must rely on the guest 
operating system, which unfortunately, often is not aware 
that it is running in a virtualized environment. This presents 
problems with virtualized environments that are related to 
the quality of resource measurements, the granularity of 
resource measurements and guest interactions with the vir-
tualization environment. Since these measurements are not 
to be trusted, they are in effect, missing.   

This paper is an extension of prior work (Norton, 
2008) that proposes an approach to modeling transactional 
applications running in a virtualized environment that fo-
cuses on the business impact. Rather than attempting to re-
solve the guest measurement problem, the missing service 
demand parameters are computed from measurements 
known to be good in virtualized environments. The next 
section is an overview of the problems encountered with 
measurements from operating systems running in virtual 
machines. The following section reviews the Simalytic 
Modeling technique and explains how to calculate the miss-
ing model parameters using the techniques developed by 
Daniel A. Menascé at George Mason University (Menascé, 
2008).  

2. The Problems 
These problems were introduced by the author as part 

of a larger discussion about how many of the aspects of 
virtualization impact the capacity planning process (Norton, 
2007). The subsections presented here restate some of those 
problems, focused on the current topic.  
2.1 Accuracy of Measurements 

Virtualization at any level tends to generalize meas-
urements because the point of the virtualization is to ab-
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stract the underlying resources. Problems arise when the 
entity collecting the measurements, be it the operating sys-
tem, an application or a performance measurement utility, 
doesn’t understand that the measurements are of the gener-
alized resource instead of the underlying actual resource. A 
measurement technique must make assumptions about what 
is being measured in order to create a practical implementa-
tion. However, these assumptions can cause significant 
problems when the resources are virtualized. For example, 
the guest operating system may add the time that the other 
VMs were dispatched to a running process because it 
doesn’t know what else to do with the missing time.  
2.1.1 Virtualization Implementation 

The key concept with system level virtualization is that 
the underlying resources are shared in a way that increases 
parallelism. In other words, two or more systems appear to 
be using the same physical hardware at the same time. Mi-
chael Salsburg, et al., provided some insight into those com-
plexities (Salsburg 2006). 

The trick to successful virtualization, regardless of the 
techniques used, is to maximize the use of resources without 
negatively impacting application performance. Virtualiza-
tion raises questions about the overhead of the hypervisor 
(virtualization control software), clock synchronization and 
granularity, the impact of interrupt delays on the guest oper-
ating systems and processor dispatch granularity (does the 
hypervisor dispatch processors individually or does a guest 
operating system wait until there are as many physical proc-
essors available as defined logic processor units for that 
guest). All of these are not usually measured by the guest 
operating systems and the hypervisor does not provide de-
tailed enough measurements to understand their impact at 
the workload and process level.   
2.1.2 Workload Characterization 

Workload characterization used to be a relatively 
straightforward matter of assigning processes, users, trans-
actions, or whatever to workload groups. But now, as more 
and more resources are shared in ever increasingly complex 
ways, those assignments are not so simple. Virtualization at 
many different levels makes it almost impossible to assign 
the use of a resource to a single application workload. The 
standard apportionment techniques (Norton 2004) for ap-
proximating how much usage of a resource should be at-
tributed to an application are no longer adequate because 
they rely on either precise measurements or a consistent 
ratio of usage over time. Precise measurements are lost for 
all of the reasons already discussed. The very nature of vir-
tualization is to allocate resources as needed, certainly not 
in the same ratio from one time interval to the next. The 
ability to calculate the missing model parameters as de-
scribed by Menascé (Menascé, 2008) greatly improves the 
accuracy of workload characterization. 
2.1.3 Service Demand Calculations 

Models use abstraction to represent the time something 
takes at each stage of a process. Each stage is a server or 

service center, and the time is the corresponding service 
demand. Because the service center is an abstraction of a 
more complex process, the service demand is also an ab-
straction. Different types of models use a variety of tech-
niques to achieve a sufficient level of abstraction to make 
the model practical to solve and yet have a sufficient level 
of detail to give the results meaning. There is almost always 
more complexity at the next level down. It is theoretically 
possible to build a model of an entire environment, from the 
behavior of the application to the way the network passes 
data to the operating system services to the management of 
cache to the pipeline of the microprocessor to the specula-
tive execution of the underlying micro-op instructions. 
However, such a model would most likely take forever to 
build and somewhat longer to run. The success of a model 
lays in the ability to cost effectively approximate the behav-
ior at each service center while producing results in enough 
detail to allow for meaningful predictions. 

How does virtualization affect this abstraction of ser-
vice demand? It may not be measurable within the needed 
precision for the desired results. If the guest operating sys-
tem doesn’t know it’s running in a virtual environment, then 
any rate metric (utilization, I/Os per second, interrupts per 
second, etc.) may be incorrect. How much of the host’s re-
sources are lost to enable virtualization? Some virtualization 
techniques must emulate or translate guest instructions (es-
pecially privileged instructions), which means executing 
hundreds or even thousands of actual instructions. The very 
nature of a shared environment means that virtualization 
enables one guest to use host resources when another is 
waiting. But it also means that the resources will likely not 
be available the instant a guest is ready to use them, such as 
when a guest is ready to use a logical processor but the 
VMM has not assigned it to a physical processor. Most 
VMMs allow some control over the prioritization of guests 
(which one is dispatched first), but they do not connect that 
prioritization to the operating system process prioritization. 
The impact of this is that very low priority work in one VM 
can interferer with high priority work in another VM.  
2.1.4 Uniformity 

Many of the assumptions made when building a model 
are about how work is distributed to the service centers. For 
example, the processors in an SMP system (tightly-coupled 
processors) can be modeled as a single server where the 
service demand is adjusted for the number of processors and 
the interprocessor communication (Menascé 1994, pp. 263-
264). Virtualization can change the validity of this assump-
tion by masking the actual use of the real resources.  
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3.  A Simalytic Modeling Solution 
Simalytic Modeling is a hybrid modeling technique 

that uses load dependent servers to simplify the representa-
tion of complex resources in a model (Norton 2001). It is 
not a product but rather a technique to combine modeling 
tools. Almost any of the available tools can be used in this 
unique way to address the problems modeling multi-tier 
applications. As originally developed, Simalytic Modeling 
uses an analytic modeling technique to profile the response 
time of a transaction workload at each node in a multi-tier 
environment. A simulation model is then created to describe 
the transaction flow across the tiers, using the node level 
response time profile to create a load dependent service 
center for each node. The complexities of the service cen-
ters are abstracted by using a service demand that is some-
how dependent on the arrival rate of each transaction 
workload at that service center. The details of how a load 
dependent service center is constructed have been discussed 
in other works (Norton 1997a, 1997b). The general idea is 
to create a function, referred to as a Simalytic Function, 
which returns the appropriate response time for each arrival 
to be used as the service demand for the service center in 
the simulation model. There are two major difficulties when 
creating a Simalytic Function. One is how to properly map 
the discrete arrivals to an average arrival rate. The other is 
how to account for increased internal queuing in the load 
dependent service center as the arrival rate increases. Mod-
eling a virtual environment does not change how the aver-
age arrival rate is calculated but it does significantly change 
the service center calculation because of the missing service 
demand parameters for each workload.    

 There are no easy solutions for the problems caused 
by virtualization discussed above but dealing with less than 
perfect modeling measurement data is not new to anyone 
building a performance model. In the past, it was the norm 
for operating systems to account for some resource usage 
incorrectly, and this is again the case with virtualization. 
What we need is a way to use known good measurements in 
an application model. This paper proposes the combination 
of the Menascé technique for calculating the missing pa-
rameters with the Simalytic Modeling Technique for 
modeling multi-tier applications. By using what can be 
accurately measured (transaction arrivals, transaction 
response time and utilizations from the VMM), the ap-
plication’s performance can be characterized for each 
virtual system in the multi-tier environment. This com-
bination addresses the problems with performance mod-
eling virtual environments by reducing the reliance on 
guest operating system measurements. It also addresses 
the problems with predictive modeling for virtual 
environments by effectively using other techniques, 
such as load test tools, which are difficult to use when 
some of all or the systems are virtualized.   

This combined technique modifies the load de-
pendent service center creation in a Simalytic Model by 
including information from the VMM about both the VM 

utilizations and the host utilization in a way that allows a 
more dynamic Simalytic Function. The concept is to vary 
the service demand of each workload at each service center 
in a virtual environment so that it is consistent with the total 
host utilization, with the total VM utilization and with the 
workload response time; while at the same time accounting 
for the interference from other work in the same guest as the 
application being modeled. The VMM on the host accu-
rately measures how each VM uses each device. Device 
utilization by each of the other VMs can be used to infer the 
interference from other workloads running in them. The 
objective is to build a comprehensive model of all transac-
tion workloads in the virtual environment to explore the 
affects on end-to-end response times as arrivals increase.  
3.1 Performance Modeling Example 

Virtual environments usually support a large number 
of applications and are therefore significantly more complex 
than environments where each application runs on dedicated 
servers. Figure 1 shows a hypothetical three-tier application 
environment that is typical of many virtualization environ-
ments.  

To provide a manageable example, we will consider 
the simple case of modeling processor and disk utilization 
where there are two applications sharing the same VMs at 
each tier. This technique can easily be extended to include 
other resources, such as network devices. The other VMs on 
each host are then viewed as interference limiting the avail-
able resources to the applications of interest (depending on 
the priority and scheduling techniques of the VMM). Be-
cause the process to create a Simalytic Function is inde-

 
Table 1. Actual vs. Computed Service Demands 
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Figure 1. Hypothetical Application Environment 
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pendent of the specific tier, we will focus only on a single 
generic virtual host for this example.  

 The objective of this example is to show that the ser-
vice demand for multiple workloads can be computed from 
measurements outside of the guest VM. It models only the 
transaction workloads of interest and treats all other work-
loads in the other VMs as static interference. This is similar 
to modeling the same workload in a stand-alone environ-
ment except that some of the interference (the other VMs) is 
not subject to the process prioritization of the guest operat-
ing system. This type of model can be effective when the 
other workloads are relatively static, but it rapidly becomes 
problematic when the other workloads are dynamic because 
of the large number of scenarios that must be modeled. 
Most modeling efforts in this situation will use a worst-case 
(high resource utilization on the other VMs) and best-case 
(low resource utilization on the other VMs) approach and 
then develop additional scenarios as needed. In each sce-
nario, the other VMs can then be represented as interference 
that reduces the total utilization available to the modeled 
VM based on the relative priorities between VMs. For ex-
ample, if the modeled VM were only allowed to actually use 
60% of the total resource then the queuing formulae would 
be adjusted to show 0.6 as the resource capacity instead of 
1.0. The interference from other VMs can be adjusted dy-
namically as the model execution proceeds by creating a 
Simalytic Function that changes how much of each resource 
is available based on VMM measurements of resource us-
age by the other VMs. This technique can also be used to 
account for guest operating system and VMM overhead 
because both will always be higher priority work than the 
applications. The simplest case is where the VMM allocates 
processor resources based on relative weights. There are 
other, and much more complex, VMM policies, which 
makes how this interference is accounted for very situation 
dependent. The focus of this paper is to show that all of the 
missing parameters can be computed from VMM 
measurements. The interference from the other VMs will 
not be shown in the example since the adjustments to the 
formulae can easily be made once the VMM policy is de-
fined.  For this example, assume that there are two transaction 
workloads using the same VM at one tier of the virtualized 
environment. The workload service demand values used the 
example in (Menascé, 2008, Table 1) are shown in Table 1 
as the “Actual” values. Using these workload and service 
demand values as if the were actual measurements allows us 
to create a table of measurements as shown in Table 2 (gen-
erated using standard utilization and queuing formulae), 
which will be used as input values for the model as if they 
were the actual measured values. The values in Table 3 
were created the same way as those in Table 2 but they will 
be used as if they were measurements from the applications 
taken after the model was created and will be used for vali-
dation of the computed missing values.   

 

(1) 

(Menascé, 2008, (1) p. 242) 
The approach presented in (Menascé, 2008) is to start 

with the basic open multiclass QN model (1) where: 
• R: number of classes of the QN model, 

• K: number of devices in the QN model, 

• λr: arrival rate (in transactions per second [TPS]) 
of class r requests, 

• Di,r: service demand (in seconds) for class r re-
quests at device i, and  

• Tr: average response time of class r requests meas-
ured at the real system. 

Because there is no unique solution when more than 
one service demand is unknown, computing the missing 
values requires solving a non-linear constraint problem 
(Menascé, 2008, (13) pp. 244-245) shown here as (2). Each 
term inside the parentheses in (2) must equal zero for each 
class r when the solution to the problem satisfies (1). The 

first constraint means that the service demand cannot be 
negative. The second constraint means that the utilization of 
any device must be less than one (Menascé, 2008, pp. 244-
245). Please refer to (Menascé, 2008) for specific details. 
This constraint will be adjusted to reflect the maximum 
available utilization for the device within the VM being 
modeled. Any of the many available packages could be used 
to solve this problem with these givens (Menascé, 2008, pp. 
244-245): 

• Given the response times Tr for all classes r = 
1, … , R. Let us call these response time goals. 

• Given a subset S of the service demand values Di,r, 
for i = 1, … , K and r = 1, … , R. 

• Given the arrival rates λr for all classes r = 1, … , 
R. 

The objective is to: 
• Find a set of values for the service demands not in-

cluded in S such that the resulting response times 
computed using Equation (1) are the same as the 
response time goals (Menascé, 2008, pp. 244-245). 

 

(2) 

(Menascé, 2008, (13) p. 244) 



Modeling Virtualized Environments in Simalytic Models by Computing Missing Service Demand Parameters CMG09 Session 601, December 11, 2009 

 5  

Notice that in this application of Me-
nascé’s technique the subset of S of known 
service demands is null (they are all missing) 
so the objective is to find all service de-
mands. Because all of the service demands 
values are missing, many more equations are 
required. Each row in Table 2 represents a 
pair of equations like (1), one for each class. 
Microsoft Excel Solver was used to solve for 
the computed service demands in this exam-
ple by finding service demand values that 
satisfy all of the equations represented in 
Table 2. This iterative solution method starts 
with an initial solution as a matrix of esti-
mated service demands (Menascé, 2008, pp. 
244-245). The VMM provides good meas-
urements for the utilization of each device so 
the initial estimate of each service demand is 
easily calculated using the Utilization Law 
(Di = Ui / λ). Using the lowest arrival rate 
reduces the queue time in this initial estimate. 
The initial estimate matrix for this example, 
0.0375, .0.315 and 0.0475 for the three devices, CPU, Disk 
1 and Disk 2, respectively, was calculated from the first row 
of Table 2. Table 1 shows all three service demands for 
both classes; the actual service demands (measurements 
normally taken from the operating system but missing in 
many virtual environments), the estimated service demands 
(the initial guess for the equation solver) and the computed 
service demands (the equation solver results).  
3.1.1 Model Validation 

Once service demands have been created for a virtual-
ization environment, they can be validated against actual 
production measurements. Again, the known good meas-
urements are used (application response time and VM utili-
zations from the VM) for comparison to model 
results. A variety of intervals can be selected 
from the actual production measurements and 
those arrival rates used with the computed ser-
vice demands. If the model results do not match 
the actual response times within the desired 
margin of error, then the load dependent service 
center profiles would need to be adjusted until 
they do. Once all of the test cases have been 
validated, then the model can be used to explore 
other scenarios. Table 4 shows the response 
times and device utilizations calculated with 
Equation (1) but using the computed service 
demands. These are compared to Table 3 to see 
how well model results using the computed ser-
vice demands match the results using the actual 
service demands. Figure 2 shows that these 
match well enough to be very useful in predict-
ing application response times for loads greater 
than those actually measured.  

3.1.2 Practical Application  
Even with just two applications of interest, this is a 

complex model, which will require many model executions 
to explore all of the scenarios. Creating and running models 
that are more complex is seldom a practical solution be-
cause of the time and effort required. A useful compromise 
may be to model the largest two or three applications and 
treat the rest as static interference. This can still lead to an 
explosion in the number of model sceneries to find a bal-
ance when the host cannot support a reasonable arrival rate 
for all workloads simultaneously. Identifying the effect of 
the maximum arrival rate of all of the workloads is not use-
ful because the point of virtualization is to interleave the 
utilization peaks  

 
Table 2. Model Input Class Response Times and Device Utilizations, 

highlighted shows example from (Menascé 2008) 

Table 3. Measured Class Response Times and Device Utilizations 
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and valleys of different 
workloads.   

Because the VM processes 
overhead work in addition to 
the transactions of the applica-
tions of interest, the service 
demand of each workload must 
be adjusted for the that interfer-
ence.  This is reasonably 
straightforward if we can make 
two assumptions. First, that 
system work (operating system 
and VM) is always a higher 
priority than application work 
and therefore has the effect of 
reducing the maximum possible 
utilization in the calculations. 
This is addressed with a simple 
adjustment to the queuing for-
mulae. Second, that any other 
work is at a lower priority and 
will always be preempted by the 
applications being modeled. 
Any work not meeting these two assumptions would have to 
be modeled as another workload class, which requires a 
measured arrival rate (adding a closed QN component to 
this model is possible but beyond the scope of this paper).  
3.2 Load Testing 

Load testing (driving increasing numbers of synthetic 
transactions through the application infrastructure) is often 
used to understand how both the application software and 
the infrastructure hardware perform under higher loads than 
have been actually measured in the production environment. 
Virtualization greatly increases any load test effort because 
of the large number of test scenarios needed to understand 
the interaction between applications and VMs. Simalytic 
Modeling reduces the number of test scenarios needed be-
cause some cases can be eliminated as the workloads do not 
affect the overall capacity requirements (they are too small 
during the host peaks) or they do not affect application re-
sponse time (possibly because of a lower VM dispatch pri-
ority). The remaining load test cases can be targeted to 
creating the Simalytic Functions for the load dependent ser-
vice centers rather than trying to test all of the different 
combinations of arrival rates for all of the different applica-
tions. The greatest value to load testing is to see actual 
measurements for higher than expected arrival rates and to 
show when response times exceed the “knee of the curve” 
(that point in the arrival rate response time curve when 
queue time suddenly increases and the response time be-
comes significantly unacceptable). Using this combined 
technique further reduces the number of scenarios by 
changing the load test objective from measuring all possible 
combinations of application loads to validating the results of 
application models that use the computed service demands.  

3.3 Future Research 
By using this combined technique, it may be possible 

to compute all missing service demands for all workload 
classes in all VMs on a VMM host. This could allow all 
applications to be modeled together dynamically, with 
proper adjustments for the static VMM, VM and operating 
system overheads, and for the policy based limits. Such a 
model could treat the VMM host as a pool of resources and 
continually recompute the service demands in a manor simi-
lar to what Menascé presented as “Online Estimation of 
Service Demand” (Menascé, 2008, pp. 245-246), which 
starts with initial estimates and computes new estimates as 
new inputs are received. Using this technique, a Simalytic 
Function could refine the service demands during the simu-
lation model warm-up period and produce higher quality 
results for analysis. Correlating the transaction arrival traces 

 
Figure 2. Validation of Computed Values 

 
Table 4. Computed Response Times and Device Utilizations 
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with the VMM actual measurements is an area for future 
research.  

4. Conclusion 
 Probably the most significant problem with modeling 

applications in virtualization environments is the unreliabil-
ity of service demand measurements from the guest operat-
ing system. If the service demand isn’t correct, then most of 
the modeling techniques do not work correctly. Even when 
the guest operating system has an understanding of virtual-
ization and measures the service demand correctly, the ef-
fects of outside forces (other applications in other VMs) 
must be taken into account. Simalytic Modeling provides a 
technique to account for these forces by adjusting the Sima-
lytic Function for each load dependent service center based 
on observed measurements or load test results. Using the 
Menascé technique to compute missing service demand 
parameters from known good measurements allows for the 
creation of much more accurate and useful models.   
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